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ABSTRACT

Recent endeavors such as the Smart Grid and attacks on control systems such as Stuxnet,
have highlighted the need for improved security in control systems and control system
communications. Control system components such as Programmable Logic Controllers
(PLCs) and Human-Machine Interfaces (HMIs) can no longer rely on simple heartbeat
logic algorithms in order to verify communications. Advanced cryptographic algorithms
for data authentication and verification are needed in messaging protocols between PLCs,
HMIs, and sensors.

Cryptographic algorithms such as RSA or the Digital Signature Algorithm (DSA) appear
to provide a solution, however the key sizes required for implementing these solutions are
not feasible for implementation in a control system. Elliptic Curve DSA (ECDSA) looks
to be a promising solution due to the smaller key sizes and faster computations.

This work implements a prototype implementation of ECDSA that was developed
utilizing ISSaGRAF™ SoftPLCs. The implementation is primarily written in IEC 61131-3
ladder logic using specialized function blocks developed in C, utilizing the OpenSSL
library. Four SoftPLCs were configured in a round robin architecture on two different
test strings in order to determine the average time it takes to generate a message, sign it,
transmit it, receive it, and verify the signature. A self-signing key distribution
architecture was developed which relies on the commissioning process of PLCs to
establish the initial trust relationship. Test string 1 gave an average scan time of 26-28ms
ms and test string 2 gave an average time of 55-60ms with PLC scan times of 55-60 ms.
These timing values confirm the potential for ECDSA to be used for control system data

authentication and verification. C and ladder logic source code is included.
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CHAPTER 1: INTRODUCTION

1.1  Background

Increasing demands in all sectors of an industrial society have led to an ever increasing
need for more sophisticated controls and monitoring equipment and software. Control
systems, once consisting of simple transmitters and relays, have evolved into complex
systems containing dozens of controllers communicating with each other, each containing
tens of thousands of lines of code, for even the simplest processes. Complex Human-
Machine Interface (HMI) mechanisms designed to give system owners and operators
enhanced capabilities to remotely operate, maintain, and troubleshot equipment are being
developed and deployed. At the core of most modern control systems is the
Programmable Logic Controller (PLC), a device whose power lies in the ability of a
Control System Engineer to quickly and easily implement complex control schemes at
minimal cost. As a result, PLCs (originally designed to replace relay panels) have
become prevalent in virtually every industrial environment from pharmaceutical plants to
electrical power distribution systems.

The need for PLCs will significantly expand in the coming years, as countries with
mature economies work tirelessly to develop new sophisticated power distribution
networks required to support our growing economy. Our existing power grids were
designed decades ago, with the main aim of delivering electricity from large power
stations to households and businesses. The increasing efficiency and reliable
requirements necessary to support our developing civilization in the face of increasing

energy demands and the real threat of domestic terrorism and foreign aggression require



significant modernization of these power distribution networks. The new “Smart Grid”,
as it commonly called, will be characterized by a two-way flow of electricity and
information creating a widely distributed energy network. The control system required to
support this energy network will be of an unheard of scale, the design of which will
introduce significant challenges never before addressed.

In related efforts, the US Navy has been rapidly migrating to ship designs with
propulsion, auxiliary, and weapons systems with significantly higher energy requirements
than in the past. To address these requirements, modern ship designs such as the USS
ZUMWALT DESTROYER (DDG1000) class are using Integrated Power Systems (IPS)
that provide electrical power to propulsion and electrical loads from a common set of
sources. To provide direction for future IPS development, the Navy initiated the Next
Generation Integrated Power Systems (NGIPS) effort to provide smaller, simpler, more
affordable, and more capable systems for all Navy ships [8].

The NGIPS effort is remarkably similar to the Smart Grid effort in multiple respects, and
in both there is an increasing consensus that the control communication infrastructure
needs fundamental changes. In an automated electrical system, damage to a complex
communication network, a hostile terrorist act, or even a failing component giving
erroneous data can result in a control system taking improper actions that could result in
large scale power failures on land and weapons, propulsion, or a complete electrical
failure at sea or worse. Earlier this year, we at NSWCCD-SSES documented a case
where erroneous data from a failing control system communications component in an
Improved Navy Lighterage System (INLS) Warping Tug (WT) resulted in a complete

loss of propulsion and steering control whenever a ship was placed into full speed, which



would have resulted in the ship colliding into the shore if it were not for conveniently
placed Emergency Stop pushbuttons. It has become clear to controls engineers that more
sophisticated methods are needed for verifying the integrity of the data and commands
being issued to and from control systems.

Implementing control systems on a large, highly integrated scale introduces significant
challenges partly because control system networks were not designed with security being
primarily in mind. Historically, control system networks were designed to be completely
physically isolated from other networks and therefore securing those control system
networks seemed unnecessary. Instead, control system networks were designed to have
maximum throughput with minimal to nonexistent data loss. In recent years though
control systems have gradually been getting connected to the Internet, mostly via
corporate network systems, in order to meet business and maintenance requirements. In
order to secure networks, IT administrators have been applying traditional security
measures in order to prevent attackers from gaining access to the corporate networks thus
protecting control system networks. The last year particularly has highlighted the
deficiencies with this model, as viruses such as Stuxnet have become rapidly prevalent.
There is also significantly more risk in a compromised control system than a
compromised corporate system. For example, an attacker could compromise the control
system of a nuclear power plant resulting in a failure of the reactor cooling system.
Therefore control system designers are realizing that not only do we need improved
algorithms to verify that control system data is accurate, we need algorithms to verify that
the data and commands to the control systems are authenticated (i.e. coming from a valid,

recognized source).



1.2 Current Practices

Controls engineers have long recognized the need to verify that components within a
control system are communicating and that the failure of communications between
control system components should result in critical high priority alarms with possible
equipment shutdowns. Since control system communications operate in real time, 24
hours a day, 7 days a week, algorithms are needed to detect a failure in communications
as soon as it occurs. Traditionally, “heartbeat” logic is implemented between each pair of
communication devices. Algorithm 1.1.A below illustrates an example of commonly

used “heartbeat” logic.

Algorithm 1.1.A — Traditional Control System “Heartbeat”

1. Initialize a bit to a known condition (typically 1 as will be used in this algorithm).

2. Transmit bit (call it B1) to communication partner. Start a 3 second timer (call it
T1)

3. Communication partner receives the bit Bl. Communication partner sets another
bit (call it B2) to 1 to match the state of B1 and starts its own 3 second timer (call
it T2).

4. Receive bit B2 from the partner. Verify that the state of B2 matches the state of
B1 and that timer T1 has not timed out. If true, restart timer T1. Change state of

B1 to be opposite that of B2. Transmit B1 back to partner.



5. Partner receives bit B1. Partner verifies that the state of Bl does not match the
state of B2 and that timer T2 has not timed out. If true, partner restarts timer T2.
Partner changes B2 to match state of B1, retransmits bit back, and go to step 4.

6. If T1 or T2 times out, generate alarm for communications failure.

As long as a communications failure alarm does not occur, then the data being
transmitted between the two PLCs is considered to be both valid and sourced between the
communicating pair. This kind of logic has proven to be very effective for general
network health monitoring. Issues in communication, primarily in the physical or
transport layer, can be easily detected using this method. For control system networks
that are physically isolated from any other network, this is generally sufficient to
implement an effective control scheme. Unfortunately, this method does not protect
against any kind of more sophisticated failure or attack such as that documented for the

INLS WT described earlier or a “man-in-the-middle” attack.

1.3  Literature Review on Smart Grid

A number of papers have been written to introduce the Smart Grid concepts and provide
a general overview of the requirements and challenges involved in developing a Smart
Grid.

Bouhafs, Mackay, and Merabti (2012) [1] identified a number of general requirements
including communications and electrical generation needed in order to fully realize the
Smart Grid vision. They noted that underlying communications protocols will need to be

more flexible and enable horizontal (vice a master/slave top-down) data exchange



between controllers and remote terminal units (RTUs). The current “heartbeat” logic
concept would not be useful in an implementation where data could flow from a source
through multiple sources to a target since it only verifies the link between pairs and not
the data itself.  They went on to note that in the event the Internet is used to connect
equipment in the Smart Grid, strong encryption and authentication measures must be
taken to ensure the security of the data in transit.

Yan, Qian, Sharif, and Tipper (2012) [2] noted that it is necessary to have guaranteed
Quality of Service (QoS) for the communications and networking technology. In
particular they highlighted the latency, bandwidth, interoperability, scalability, and
security requirements. Of particular interest is the authors’ analysis of bandwidth
requirements which showed that there will be significant challenges in this area.
Therefore, adding a significant number of bits in any communications protocol for
control systems could have a profoundly negative impact on the operation of the Smart
Grid as a whole. The authors also noted that the effort required to provision symmetric
keys (i.e. keys between each pair of communicating devices) into thousands of devices
would be too expensive or insecure. They noted that the development of key and trust
management schemes for large network deployments would be required. While Navy
systems are small enough that they would not suffer from the same kinds of limitations, it
seems obvious that a solution must be developed for Navy systems that would be
applicable to all future controls systems including the Smart Grid, particularly in support
of modernized shore power connections for Navy systems.

Yan, Qian, Sharif, and Tipper (2012) [3] in a related paper noted that new functions in

the Smart Grid such as demand response introduce significant new cyber attack vectors



such as a malware that initiates a massive coordinated and instantaneous drop in demand.
This attack could result in substantial damage to distribution, transmission, and
generation facilities. Research ongoing at NSWCCD-SSES has also noted this risk as
applicable to Navy systems, particularly in combat scenarios with the use of advanced
weapon systems such as the railgun. The authors also noted that a major difference
between Smart Grid controls communication and the Internet is that the controls data is
significantly more concerned with message delay and timing constraints.

Liu, Ning, and Reiter (2009) [4] in their work presented a notable example of a new type
of attack, called false data injection attacks, that highlights the very real risk of attacks
targeting data integrity.

Baumeister (2011) [5] noted that most information systems use a Public Key
Infrastruction (PKI) solution, but that the nature of power grid systems creates additional
PKI requirements not present in traditional information systems. This same statement
can be generalized to apply to all control systems. For example, Baumeister noted that
control systems must make informed decisions regularly, and that it is unreasonable to
expect a control system to go down or revert to a less efficient predecessor every time a
certificate is unavailable. For example, what happens when a certificate from a sensor
expires? In an information system, the impact of expired certificates is insignificant and
they can be renewed when discovered. However, in a control system this could cause the

process (such as electric flows) to be incorrectly altered.



1.3.1 SGiP Cyber Security Working Group NISTIR 7628
In response to the number of concerns related to the Smart Grid and Cyber Security,
NIST established the Smart Grid Interoperability Panel (SGiP) Cyber Security Working
Group which published NISTIR 7628 (2010) [6]. This document broke down the various
kinds of communications that would be prevelant in a full international Smart Grid
system into a number of categories such as “Category 10 — Interface between Control
Systems and Non-Control / Corporate Systems”. SGiP then identifies the unique security
requirements for each of these categories, focusing on the three areas of confidentiality,
integrity, and availability.
Most, but not all of the categories identified by SGiP are directly or indirectly applicable
to control systems (some that have little to no bearing such as categories 13 through 18
are not shown here) operating in the Smart Grid and are shown in the list below:
e (Category 1: Interface between control systems and equipment with high
availability, and with compute and/or bandwidth constraints
e Category 2: Interface between control systems and equipment without high
availability, but with compute and / or bandwidth constraints
e (Category 3: Interface between control systems and equipment with high
availability, without compute or bandwidth constraints
e Category 4: Interface between control systems and equipment without high
availability, without compute or bandwidth constraints
e (Category 5: Interface between control systems within the same organization

e (ategory 6: Interface between control systems in different organizations



Category 10: Interface between control systems and non-control / corporate
systems

Category 12: Interface between sensor networks and control systems

Category 19: Interface between operations decision support systems

Category 20: Interface between engineering / maintenance systems and control
equipment

Category 21: Interface between control systems and their vendors for standard
maintenance and service

Category 22: Interface between security / network / system management consoles

and all networks and systems

In reviewing the categories, it becomes obvious that all of them have significant overlap

with NGIPS efforts as well as industrial control systems in general. On looking through

the requirements of these categories as identified by SGiP, it is seen that the primary

concern in these categories is that of data integrity and authentication. Data encryption

can be useful in some circumstances, but it is not as critical as the other two

requirements.

14

Literature Review on NGIPS

Most of the literature on the NGIPS effort has focused on areas such as electrical

generation, propulsion, power conversion and distribution, energy storage, and zonal

survivability. The NGIPS architecture is broken up into seven modules types:

Power Generation Modules (PGM)

Power Distribution Modules (PDM)



e Power Conversion Modules (PCM)

e Energy Storage Modules (ESM)

e Power Loads

e Propulsion Motor Modules (PMM)

e Power Control Modules (PCON)
The PCON module is of particular interest to controls engineers, as it consists of the
software and communications protocols necessary to operate the system. Doerry (2009)
[8] noted that PCON should implement the following functions listed below. He also
noted that the software should be developed for robustness in anticipation of future
changes in the life of a ship, and for modifying for use across multiple ship classes.

e Remote monitoring and control of NGIPS modules and controllable loads

e Resource Planning

e System Configuration

e Mission Priority Load Shedding

e Quality of Service Load Shedding

e Fault Detection and Isolation

e Maintenance Support

e Training
These functions are remarkably similar to the control system functions required for the
development of a Smart Grid, with the notable exceptions of the electrical distribution
Quality of Service (QoS) and Mission Priority Load Shedding. As a result, the same
need for data authentication and verification in the Smart Grid would be applicable to

NGIPS, particularly in functions such as maintenance support where it becomes

10



increasingly common for ships to transmit data to and from shore based services for
software upgrades and maintenance / troubleshooting support.

Desired requirements for QoS also introduce the need to ensure that commands being
transmitted across the ship for electrical service are genuine. As noted by Doerry, a
typical cause of a QoS failure is the shifting of electrical power sources from ship to
shore, and that communications will be required with the terrestrial power system
command and control centers. Failure of the ship and shore to properly establish valid
communications could result in power instabilities for both.

The increasing prevalence of computer viruses specifically targeting control systems will
introduce new challenges to the mission readiness of a ship in times of war. By attacking
PCON, an enemy may be able to cause a control system to incorrectly transfer loads
which could result in a failure of propulsion or weapon systems (or both) at a critical
moment. Modern weapon systems produce substantial electrical loads that may require
realigning of the ship’s electrical distribution prior to being operational (such as
performing bus-tie operations and shedding non-critical loads).

The Navy has been putting significant effort into open architecture approaches in the
development of control system software for fleet wide applications, encompassing a
much larger scope then NGIPS. Doerry, Scherer, Cohen, and Guertin (2011) [9] pointed
out that information assurance and security needs to be thought of at the outset of any
new machinery control system design, stating that confidentiality, integrity, and
availability of data must be assured. They also highlight that the software should perform

error detection (and error correction if possible) along with filtering of the sensor data.
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CHAPTER 2: CURRENT PRACTICES

2.1  Fundamental Objectives
Within the field of cryptography, there are multiple solutions providing various degrees
of secure communication. In order to be effectively used to establish secure
communications these solutions have the following fundamental objectives:
e Confidentiality — ensuring that the data can only be read by those authorized to
see it
e Data Integrity — ensuring that the data has not been modified by unauthorized
means
e Data Origin Authentication — ensuring that the data supposedly sent by a source
actually originated with that source
e Entity Authentication — ensuring that an entity participating in a data transfer is
who it claims to be
e Non-repudiation — ensuring that a source of data is unable to later deny sending
the data
Information / Corporate systems are concerned with meeting each of the above
objectives. Control systems are also equally concerned with the above objectives, with
confidentiality to a significantly lesser degree, but also have unique requirements not
present in information systems. When an information system receives a piece of data
through an insecure means, it can disregard the information with reasonably low risk.
Control systems, on the other hand, need to make critical decisions with the information

at hand. If the data received is insecure, the control system is placed in a position of

12



having to make critical decisions about the operation of real world machinery without
knowing which decision to take. Unfortunately, the control system will be regularly in
the position where it must take some critical action or shut down the equipment, with
each scenario resulting in possible equipment damage and injury/death to personnel

operating that equipment.

2.2 Limitations of Control Systems compared to Information / Corporate
Systems

Information / Corporate Systems typically consist of x86-based architecture computers
running either Windows or Linux operating systems and a host of other software
programs provided by multiple vendors to provide an integrated solution. In contrast, at
the heart of the Control System are Programmable Logic Controllers (PLCs), which use
vendor specific developer environments to write software following IEC 61131-3
guidelines (ladder logic, function blocks, etc) to implement a solution that is both easy
and cheap to design and is very effective for controls. The downside of these PLCs is
that they tend to have significantly less processing power and storage capabilities as they
are designed to run very specific software programs extremely efficiently, non-stop, for
20 years or more.

An alternative to PLCs are VERSAmodule Eurocards (VME) which tend 